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ABSTRACT
In this paper, we describe an approach with the aim of supporting individuals engaged with a task where the eyes are occupied to monitor obstacles within their wider environment. A head-mounted interface has been developed where tactile feedback can be presented to alert the user to important situational events, such as the presence of spatial obstacles. Our research aims to examine ways in which cues can be developed to support levels of situational awareness for decision-making. Early results from our work suggest that the participatory approach adopted offers considerable potential when developing feedback for presentation to sites on the body which are rarely used for tactile interaction (e.g. locations on the head).
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1 INTRODUCTION
Situational awareness (SA) relates to being aware of what is happening in the vicinity, in order to understand how information, events, and one's own actions will impact goals and objectives [10]. Decisions or judgments can be made, once an understanding of the situation has been gained. While the role of SA has been examined within cognitively and perceptually challenging work domains (e.g. aviation and industrial control), research has yet to focus intensively on ways to support the user in developing and maintaining SA when performing day-to-day attention-demanding tasks, where the visual channel may not be available to monitor the wider environment.

Examples include focusing on a mobile device to perform a task (e.g. composing an SMS) while performing a second task (e.g. walking). The user is required to shift attention from the graphical interface to the path ahead, to monitor the presence of spatial obstacles (e.g. pedestrians, traffic, objects blocking path). However, difficulties in multi-tasking are known to both impact the primary task (e.g. errors in the message being composed) and the secondary task (e.g. injury and fatalities can be caused when unintentionally encountering obstacles).

Tactile feedback can play a valuable role under these circumstances, communicating the presence of spatial obstacles surrounding the user, leaving the eyes free to focus on the mobile interface. Using the feedback provided by a situational awareness solution, the user can then decide whether to respond to the threat by moving away from the obstacle, or by diverting attention from the graphical interface, to visually-assess the environment to make an informed decision on how to proceed.

In this paper, we describe the first steps in the development of a tactile interface, designed to support users when engaged with an attention-demanding task. Tactile cues are presented to locations on the user’s head to communicate the presence of obstacles. As research examining the potential of tactile head-based interaction are limited in number [8], our work aims to further the knowledge in this area.

2 RELATED WORK
Given its practical potential to augment other sensory channels and assist in maintaining spatial orientation, tactile feedback has been studied with regard to spatial navigation. Chiasson et al. [1] described effective coding schemes for belt-based tactile aids for both ground and air waypoint navigation. The tactile-enabled schemes yielded both limited performance improvements in situational awareness measures and better post-trial user acceptance values. The importance of simple and user-customizable tactile coding schemes, and avoiding interference with primary user physical and cognitive work, were found by Jacob et al. [4]. In their study of route navigation, cognitively distracted users were found to have better post-trial recall of their geographic environment when assisted by tactile cues in their task.

Raj et al. [9] presented vibrotactile feedback to participants in a simulated helicopter hovering task. Results demonstrated that vibrotactile cues can be used to improve performance in spatial tasks, especially in the presence of distracting secondary workload tasks. However, when reporting situational awareness scores, no significant difference was found between the tactile and non-tactile conditions. Ho et al. [3] examined the feasibility of using spatially-distributed vibrotactile warning signals to direct a person’s attention to the front or rear in a simulated car driving task. Participants were found to respond significantly more rapidly following both spatially-predictive and spatially-non-predictive vibrotactile cues from the same rather than the opposite direction as the critical driving events.

The studies summarized offer guidance to interface developers aiming to use touch to alert the user and communicate direction of the alert. However, research has yet to focus on developing cues to support head-mounted interfaces to convey surroundings.

3 RESEARCH OBJECTIVES
The aim of the proposed research is to investigate ways to use tactile feedback, to communicate the following to increase situational awareness among mobile device users engaged within a task where the eyes are occupied:

1) The number of spatial obstacles within a fixed range of the user;
2) The position of obstacles in relation to the user;
3) Identify whether the distance between the obstacles and the user is narrowing/widening.

We aim to manipulate parameters of touch (e.g. frequency, amplitude, duration, waveform and location of stimulus) to form unique experiences (termed “tactons”). The tactons will be integrated with a head-mounted interface prototype, developed as part of this research. These will then be evaluated under...
controlled conditions, to address the efficacy of the tactile cues developed to communicate awareness of surrounding obstacles, and determine whether informed judgments can be made (e.g. moving in a particular direction to avoid obstacles).

We also aim to determine the amount of information that can be presented using tactile feedback, without causing undue stress or overload to the user.

4 DESIGN OF INTERFACE

The head-mounted tactile interface prototype is similar in design to the system developed by Kalb et al. [6]. The interface consists of a set of tactile actuators, controlled by an audio adaptor (Vantec USB External 7.1 Channel Adaptor) and a laptop. In the current version of the prototype, up to eight actuators are affixed to a helmet (Figure 1).

![Figure 1: Tactile Headset](image1)

![Figure 2: Application Interface](image2)

An application has been developed to play a sequence of tactile cues, in the order specified by the designer (Figure 2). The setup information can be stored within an XML file. The application itself has been written in MSVC, using FLTK and OpenGL for the GUI and XAudio2 for Dolby 7.1 sound playback.

The application can also be used as a recording tool, to enable users to select points on the diagram corresponding to positions on the head where they originally perceived vibrations (Figure 2 – left). Users are also able to identify metaphorical associations with the feedback presented, indicating whether they convey that the obstacle is within close proximity or located somewhat in the distance.

5 REFINEMENT OF THE PROTOTYPE

More recent updates have been made to the prototype, based on findings from pilot studies. C2 tactors (www.eainfo.com), commonly used in HCI research [5], have been integrated with the solution. These were selected as they are easily programmable, robust in nature and light in weight. The actuators have been integrated with a lightweight skullcap. The skullcap has the advantage of providing a tighter fit, enabling information to be delivered more successfully compared with the helmet.

6 CURRENT WORK

We are using a participatory approach to designing tactile feedback for maintaining situational awareness. This was initiated with online questionnaires and small group interviews, intended to solicit discussion of real-world multi-tasking strategies and utilization of tactile feedback, as well as examples of spatial and situational impairment. This user input formed the basis for several user personas and use case scenarios presented as design prompts, which were presented to three participatory design focus groups, in which participants were asked to formulate tactile signals with which to convey important situational cues. Strategies and conclusions were captured and passed on to each subsequent group for evaluation and iteration.

Early results of these groups indicate the utility of the participatory approach in developing effective tactile cues. The groups were successful in identifying common tactile design principles, such as simplicity and learnability, while iterating concepts such as the layout of the device hardware to account for the use case requirements. Although participants had limited experience with tactile head-based interactions, they were able to consider the strength of cues, to ensure that they would capture the user’s attention, but not create discomfort due to their design.

The selection of a development path based upon participatory design appears to reinforce consideration for adapting tactile technologies to real-world applications, aspects of which may be unfamiliar to the developer. The iterative nature of the process also appears to have yielded a greater sense of contribution and confidence in its conclusions on the part of participants [7]. The observations of the focus group participants, and their broad perspective, included the varied needs of mobile users, particularly those using assistive technologies, which would otherwise be difficult for developers to identify [2].

ACKNOWLEDGMENTS

We thank Brian Frey (UMBC) and Jenny Martin for their assistance with the project. This research is supported by the National Science Foundation – Award No. 1352924.

REFERENCES